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I completed a Turing Account Request Form. My reason was “I am using Pytorch to train recurrent neural networks, and I need access to GPUs.”

Next, I read “RWKV: Reinventing RNNs for the Transformer Era” (Peng et al., 2023).

**ChatGPT Summary of RWKV Paper**

*RWKV, short for Receptance Weighted Key Value, is a novel neural network architecture designed for sequence processing tasks, particularly in the domain of natural language processing (NLP). It combines the strengths of both recurrent neural networks (RNNs) and transformer models while mitigating their limitations. Here's an explanation of how RWKV works:*

1. ***Basic Building Blocks****: RWKV consists of a series of stacked residual blocks. Each block has two main components: the time-mixing block and the channel-mixing block. These blocks are the key to RWKV's functionality.*
2. ***Time-Mixing Block****: This block captures the temporal relationships between elements in a sequence. It employs recurrence, which is a characteristic feature of RNNs. In this block, the input sequence is processed in a time-dependent manner.*
   * ***Receptance (R)****: This vector acts as a gate that determines the acceptance of past information. It helps control the flow of information from previous time steps.*
   * ***Weight (W)****: This is a positional weight decay vector, and it's a trainable parameter in the model. It's used to gradually diminish the influence of past information over time.*
   * ***Key (K), Value (V)****: These vectors are analogous to the keys and values used in traditional attention mechanisms.*
   * ***Time-Shift Mixing****: RWKV introduces a concept called time-shift mixing. It linearly interpolates between the current input and the input from the previous time step. This helps the model aggregate and gate information in the input channels effectively.*
   * ***Update of WKV****: The WKV computation in this block involves interactions between elements in a sequence and is carried out in a time-dependent manner, avoiding quadratic complexity.*
   * ***Output (O)****: The output of this block is a result of applying a linear transformation to the computed values, making it suitable for further processing.*
3. ***Channel-Mixing Block****: This block is designed to capture relationships between different features (channels) within each element of the sequence. It's somewhat analogous to self-attention in traditional transformers but is more efficient.*
   * ***Receptance (R), Weight (W)****: Similar to the time-mixing block, these components play a role in controlling the flow of information and maintaining efficiency.*
   * ***Key (K), Value (V)****: These components are used to compute interactions between channels in the input sequence.*
   * ***Squared ReLU Activation****: RWKV applies a squared rectified linear unit (ReLU) activation function in this block, enhancing its modeling capabilities.*
4. ***Parallelization and Efficiency****:*
   * ***Time-Parallel Mode****: RWKV can be efficiently parallelized during training, similar to traditional transformers. This parallelization reduces the computational complexity.*
   * ***Time-Sequential Mode****: During inference, RWKV can operate in a time-sequential mode, which is highly efficient for tasks that require autoregressive decoding, like text generation.*
5. ***Gradient Stability and Layer Stacking****:*
   * *RWKV avoids common gradient stability issues associated with traditional RNNs by using a combination of softmax operations and layer normalization.*
   * *This design also enables stacking multiple layers, allowing the model to capture complex patterns and dependencies across different levels of abstraction.*

*In summary, RWKV is a versatile architecture that combines the best of both RNNs and transformers. It efficiently processes sequential data, captures temporal and feature relationships, and offers stable gradients, making it competitive with state-of-the-art models in various NLP tasks. It achieves these capabilities through a combination of time-mixing and channel-mixing blocks, efficient parallelization, and careful weight management.*

I watched [(269) RWKV: Reinventing RNNs for the Transformer Era (Paper Explained) - YouTube](https://www.youtube.com/watch?v=x8pW19wKfXQ) to better understand the RWKV model. My one-sentence summary is that RWKV keeps a vector of weights as hidden input. Each weight is formed by taking a weighted sum of the past tokens, applying some non-linear function, and forgetting/erasing part of the information. I messaged Randy on Teams updating him about my progress with the paper.

# 08/30/2023

Randy responded to my message and asked me to implement RWKV to test my understanding. I followed [(270) RWKV from scratch Pytorch - YouTube](https://www.youtube.com/watch?v=0Ag83EhYD7k&t=1s) to write a 230-line Pytorch implementation of RWKV.

Here is some text generated by the model when using individual characters as tokens:
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And here is some text generated by the model when using words as tokens. Training this model took 43 minutes:
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I also had a Zoom meeting with John Eismeier from IT. He taught me how to use the Turing cluster. To log in, you must either be on school wi-fi or Global Protect VPN. Use the following commands in Powershell.

ssh [nakale@turing.wpi.edu](mailto:nakale@turing.wpi.edu) : to login

cat run\_modules.sb : to view contents of the run\_modules.sb file

sbatch run\_modules.sb : to submit run\_modules.sb as a job

nano run\_modules.sb : to edit the job

squeue -u nakale : to view the current job

In a .sb file, there are commands to run Python code and load dependencies.

module load python py-numpy : to load Python and Numpy

python \_\_\_.py : to run \_\_\_.py

The output is stored in a .log text file. Determine which file by running `ls -altr` after the job completes to see which .log file was most recently altered.

To transfer files to and from my local machine, I can either use Github or scp.